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Abstract:In this paper, we study the various aspects of rough 
set theory, covering-based rough set and soft set theory to 
handle the missing information systems. The rough set theory, 
based on the indiscernibility relation, it helps to develop 
automated computational systems using mathematical model 
that can help to understand and to handle imperfect 
knowledge. Covering based rough set is an extension of the 
basic rough set. Soft set theory can be applied to problems 
that contain uncertainties in decision making problems. These 
concepts are applied to a real life malaria disease dataset to 
replace missing information in the malaria disease 
information table and compared the results. 

Key words: Rough Set, Covering Based Rough Set, Soft Set, 
Missing information. 

1. INTRODUCTION

According to Little and Rubin [7], real time processing 
applications are highly dependent upon the data which 
causes the problem of missing input variables. Various 
heuristic methods of missing data imputation such as mean 
substitution and hot deck imputation also depend on the 
knowledge of the propagation of missing data. There are 
several reasons why the data may be missing, and as a 
result, missing data may follow an observable pattern. 

Now-a-days the uncertainty in the dataset is the major 
problem to get complete information of a particular 
attribute or to develop an Expert system to retrieve accurate 
information from the existing one.  Due to the digital 
transmission of information, information systems usually 
have some missing values. The causes are due to 
unavailability of data or after processing the data the 
information may lost or there will be an ambiguity. Missing 
values give erroneous classification rules generated by a 
data mining system. It influences the percentage coverage 
and the number of rules generated and lead to the difficulty 
of extracting useful information from the data set. 

In this paper we have tried to bridge the gap between 
generalized rough set based on coverings, and the possible-
world approach to missing information. Each set in a 
covering is then the upper inverse image of an attribute 
value through a multiple-valued mapping, which describes 
incomplete knowledge on attribute values. Sometimes the 
set of objects are possibly indistinguishable. Due to the 

presence of uncertainty, in rough set the upper and lower 
approximations are ill-known, each being represented by 
two nested set. This interpretive setting leads us to choose, 
among possible covering-based rough set and soft set, some 
of them that look more appropriate than others. 

2. BASIC CONCEPTS

Even a small amount of missing data can cause serious 
problems with the analysis leading to draw wrong 
conclusions and imperfect knowledge. There are many 
techniques developed in literature to manipulate the 
knowledge with uncertainty and manage data with 
incomplete items, but are no such results came, and 
sometimes the results are not of the similar type and 
absolutely better than the others[8,9,10]. 
To handle such problems, researchers are trying to solve it 
in different approaches and then proposed to handle the 
information system in their way. It is observed from the 
experience that the attribute values are more important for 
information processing from a data set or information table. 
In the field of databases, various efforts have been made for 
the improvement and enhance of database or information 
table query process to retrieve the data. The methodology 
followed by different approaches like, Rough set [1], 
Covering based Rough set and [12], Soft set [13] and 
Statistically Similarity [14] etc. 

3. ROUGH SET

Rough set, introduced by Pawlak [1, 15], is a notion of 
describing the objects based on the precise observations of 
attributes. The limited expressivity of the language defined 
by these attributes prevents set of objects. Only upper and 
lower approximations of set can be characterized in terms 
of unions of equivalence classes of the equivalence 
relations defined by the attributes. The set of objects 
defined by a property expressed in the language of the 
attributes may be ill-known for the attribute values of 
objects are imprecise or uncertain. In this case, the 
attributes become set-valued mappings. However, Dubois 
and Prade [2], shown that these set represent imprecision 
mutually exclusive values, one of which is the actual 
attribute value of the object under consideration. In this 
case, a set of objects is only approached in the form of an 
upper and a lower approximation which means the set of 
objects that possibly and necessarily satisfy the property. 
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Slowinski and Vanderpooten[3],have generalized the 
notions of lower and upper approximations of the Rough 
set by considering the reflexive binary relations instead of 
equivalence relations. They have extended many of the 
concepts related to basic rough set to this general setting. 
Also, adding the symmetry and transitivity of the relations 
separately and jointly a comparative study of these models 
have been made with the existing structures of rough set. 
 
3.1 Definition and Notations 
As per the definition of Rough set by Pawlak in [15], let 
RUxU denote an equivalence relation on U, that is, R is a 
reflexive, symmetric and transitive relation. The 
equivalence class of an element xU with respect to R is 
the set of elements yU such that xRy. If two elements x, y 
in U belong to the same equivalence class, then we can say 
that x and y are indistinguishable with respect to relation R. 
 

 
Fig-1. Rough Set Approach 

 
Given an arbitrary set AU, it may not be possible to 
describe ‘A’ precisely in the approximation space 
apr(R)=(U, R). But we may only characterize ‘A’ by a pair 
of lower and upper approximations. This leads to the 
concept of rough set. We define,  

  RA= Y U R : Y A ;   

and  RA= Y U R : Y A φ .  
 

RA	and RA are respectively called the R-lower and R-
upper approximation of A with respect to R. 
It can be noted that  

  RRA= x U: x A 
 

and 

 
  R

RA= x U: x X φ . 
 

The set  RBN A =RA  RA- is called the R-boundary of 

A. The set RA contains the elements of U with certainty be 
classified as elements of A, employing the knowledge R. 
The setRA consists of all those elements of U which can 
possibly be classified as elements of A, employing the 
knowledge R. Set BNR(A)is the set of elements which 
cannot be classified as either belonging to A or belonging 
to –A having the knowledge R. We say that a set A is R-

definable if and only if RA=RA . Otherwise A is said to 

be R-rough. 
The borderline region is the un decidable area of the 
universe. We say that X is rough with respect to R if and 

only if RX RX , equivalently ( )RBN X  . X is said to 

be R-definable if and only if RX RX or ( )
R

BN X 
. 
3.2 Application of Rough Set 
We briefly highlight few applications of Rough set theory 
[16, 17, and 18]. The following applications show the use 
of Rough set. 
 
 Identification and evaluation of data dependencies. 
 Approximate pattern classification.  
 Reasoning with uncertainty. 
 Information-preserving data reduction. 
 Knowledge analysis. 
 Analysis of conflicts.  

 
 

4. COVERING BASED ROUGH SET 
The generalized notion of partition is a cover. Covering 
based rough set has been introduced by Zakowski [4]. The 
covering based rough set models have the promising 
potential for applications to data analysis. We know that 
there is only one lower approximation in rough set. 
However, four different types of upper approximations are 
in Rough set are introduced. This led to do comparison of 
the different types of rough sets generated using the four 
upper approximations.  
There is a strong similarity between rough set and covering 
based set. However, the origin of uncertainty is completely 
different. In the case of rough set, attribute values are 
known but there are not enough attributes (or attribute 
domains are too coarse) to identify a single object by their 
descriptions using these attributes. In the case of covering 
based set there may be enough attribute values, but the lack 
of knowledge about objects prohibits a precise numeration 
of the contents of set defined by means of properties. These 
sources of uncertainty being unrelated and can be 
simultaneously present in different attributes. These 
problems are carried out in covering-based extensions of 
rough set proposed by Zhu [19, 20, and 21]. 
 
4.1 Definition and Notations 
The following definitions of covering based Rough sets 
given by Zhu [19, 20, and 21] 
 
Definition 4.1.1:Let U be a universe of discourse and C be 
a family of subset of U. C is called a cover of U if no 
subset in C is empty and C = U. We call (U,C) the 
covering approximation space and the covering C is called 
the family of approximation set. 
 
Definition 4.1.2: Let (U,C) be an approximation space and 
x be any element of U. Then the following family is called 
the minimal description of the object x. 

Md (x) = {KC: xK}, SC 
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Definition 4.1.3: For any set X� U, the family of set 
C*(X)= {K  C: K  X} is called the family of set bottom 
approximating the set X.  
 
Definition 4.1.4: The set X* = C*(X) is called the lower 
approximation of the set X. 
 

5. SOFT SET 
The theory of soft set proposed, by Molodtsov in 1999, is a 
new method for handling uncertain data[4, 5].Soft set are 
called either binary or basic or elementary neighborhood 
systems [6]. The soft set is a mapping from parameter to 
the crisp subset of universe. The structure of a soft set can 
classify the objects into two classes either yes/1 or no/0. 
This means that the “standard” soft set deals with a 
Boolean-valued information system. It can be applied to 
data analysis and decision support systems.  Reduct is a 
fundamental notion that supports the applications. The 
drawback of this notion is that it is applicable only for 
Boolean-valued information systems. Soft set can be used 
as a generic mathematical tool for dealing with uncertainty. 
Soft set is a parameterized general mathematical tool which 
deals with a collection of approximate descriptions of 
objects. Each approximate description has two parts one is 
a predicate and another one is an approximate value set. So, 
Molodtsov introduced the notion of approximate solution. 
The initial description of the object has an approximate in 
nature, and we do not need to introduce the notion of exact 
solution to a problem. The absence of any restrictions on 
the approximate description in soft set theory is very 
convenient and easily applicable in practical real life 
problems. For any parameterization, we can prefer any 
words and sentences, real numbers, functions, mappings 
and so on. 
 
Maji et al. [13] proposed the idea of reduct and decision 
making using soft set theory. The application of soft set 
theory to a decision making problem was considered with 
the help of Pawlak’s rough set concept, which uses the 
maximal weighted value among objects related to the 
parameters. 
 
Zou proposed a new technique for decision making of soft 
set theory under incomplete information systems [22]. The 
notion is based on the calculation of weighted-average of 
all possible choice values of object and the weight of each 
possible choice value is decided by the distribution of other 
objects in the information table. 
 
5.1 Definition and Notations 
 The following definition are considered from Molodtsov 
[4,5] and Maji et al. [13]. 
Definition 5.1.1:  A pair (F,A) is called a soft set over an 
universal set U where F is a mapping given by 
 

F: AP(U) 
Here we consider that a soft set over U is a parameterized 
family of subset of the universe U. For XA, F(X) may be 
considered as the set of X-elements of the soft set (F,A) or 
as the set of X-approximate elements of the soft set. 

Definition 5.1.2: Let S = (U, A, V, f) be an information 
system and let B be any subset of A. Two elements x, yU 
are said to be B-indiscernible (indiscernible by the set of 
attribute B  A in S) if and only if f (x, a) = f (y, a), for 
every a B. 
 
Definition 5.1.3: Let S = (U, A, V, f) be an information 
system and let B be any subset of A. A rough 
approximation of a subset XU with respect to B is defined 
as a pair of lower and upper approximations of X, i.e.
 ሼBሺXሻ, BሺXሻሽ	 
 
Definition 5.1.4: Let S = (U, A,V, f ) be an information 
system and let B be any subset of A in information system 
S. Attribute bB is called dispensable if 

U/(B −{b}) =U / B 
 

5.2. Applications of Soft Set 
Soft set theory has potential applications in many different 
fields which include the smoothness of functions, game 
theory, operations research, Riemann integration, Peron 
integration, probability theory, and measurement theory 
and so on [4, 5]. Also, application of soft set theory to the 
problems of medical diagnosis in medical expert system 
was discussed. Maji et al.[13] gave first practical 
application of soft set in decision making problems. It is 
based on the notion of knowledge of reduction in rough set 
theory. N. Cagman and S. Enginoglu [24] defined soft 
matrices and their operations to construct a soft max-min 
decision making method which can be successfully applied 
to the problems that contain uncertainties. T. Herawanet al., 
[25], gave an alternative approach for attribute reduction in 
multi-valued information system under soft set theory. In 
their work they had shown that the reducts obtained using 
soft set are equivalent with Pawlak’s rough reduction. 
 

6. MISSING ATTRIBUTE VALUES 
Missing attribute values commonly exist in real world data 
set. They may come from the data collecting process or 
redundant diagnose tests, unknown data and so on. 
Discarding all data containing the missing attribute values 
cannot fully preserve the characteristics of the original data. 
Various approaches on how to cope with the missing 
attribute values have been proposed in the past years [29, 
30]. Various techniques to resolve missing information or 
data also carried out by different researchers [9, 10, 22, 27, 
28]. 
 
The table-1, show the attributes Temperature, Headache, 
Nausea and Vomiting and with the decision Malaria. 
However, many real-life dataset are incomplete. The 
missing attribute value is denoted by "?". 
 

7. RESULTS AND DISCUSSION 
Example 7.1: To implement the concept of Rough set rule 
based technique to simplifying the diagnosis of malaria and 
impute the missing attributes out of 20 real data set with ten 
attributes collected from different doctors. we have 
considered 8 data set with four attributes. The technique 
used on knowledge of domain experts (five medical 
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doctors), applied with rough set theory. Rough set 
classification is utilized to remove uncertainty, ambiguity 
and vagueness inherent in medical diagnosis. 
 

 
Table -1. Data set with missing attributes 

 
From the above the different classes can be generated using 
rough set concept as follows. 
 
Temperature = {{C1,C6,C8}, {C2,C5,C7}, {C3,C4}} 
Headache = {{C1,C2,C4,C5,C8},{C3,C6},{C7}} 
Nausea = {{C1,C2},{C3,C5,C8} ,{C4,C6},{C7}} 
Vomiting= {{C1,C3,C6},{C2},{C4},{C5,C7,C8} 
Malaria  = {{C1,C5,C6,C8},{C2,C3,C4,C7}} 
 
In the above classification the bold classes are the missing 
data, which will be filled in the currently proposed 
technique. 
The bold word in the above table shows the replacement of 
approximated information with the missing data in the 
Table-1. 
After replacing proper values to the missing data, we get 
the different classes from the above table as follows. 
 
Temperature = {{C1,C6,C8}, {C2,C5,C7}, {C3,C4}} 
Headache = {{C1,C2,C4,C5,C8},{C3,C6,C7}} 
Nausea = {{C1,C2},{C3,C5,C6, C8},{C4,C7}} 
Vomiting = {{C1,C3,C6},{C4},{C2,C5,C7,C8}} 
Malaria  = {{C1,C5,C6,C8},{C2,C3,C4,C7}} 
 
Example 7.2: 
Using the Covering based Rough set, the following result is 
discussed. 
The covering lower approximation is defined as  
X*={KB(x)/ KB(x) C and KB(x)X} and  
The covering upper approximation is defined as  
X* = {neighbor(x)/xX} 
From table-1 we consider   
U={C1,C2,C3,C4,C5,C6,C7,C8}and 
X={C2,C4,C6,C7}then 
neighbor(C2)={moderate, mild, moderate}, 
neighbor(C4) = {severe, mild, severe}, 
neighbor(C6) = {mild, moderate, mild} and 
neighbor(C7) = {moderate, severe, moderate}  
then X*= {moderate, severe, mild, moderate} 

Example 7.3:  
The proposed approach is based on Soft Set to impute the 
missing attributes from the table-1.We have analyzed the 
relations between the attributes and define the notion of 
association degree to measure the relations. In our method, 
we give priority to the relations between the attributes due 
to its higher reliability. When the mapping set of an 
attribute includes incomplete data, we firstly look for 
another attribute which has the stronger association with 
the parameter. 
 
( F,C2)= {{Temperature =2}, {Headache=1},  

{Nausea =2}, {Vomiting= ?}} 
( F,C4)= {{Temperature =3}, {Headache=1},  

{Nausea = ? }, {Vomiting= 3}} 
( F,C6)= {{Temperature =1}, {Headache=2},  

{Nausea = ? }, {Vomiting= 1}} 
( F,C7)= {{Temperature =2}, {Headache= ?}, 

{Nausea =3}, {Vomiting=2}} 
 
Here mild =1 moderate = 2, Severe=3. 
We have computed elementary set 
 
( F,C2)= {{Temperature =2} ∩ {Headache=1} ∩ 

{Nausea =2} ∩ {Vomiting= ?}} = {2} 
( F,C4)= {{Temperature =3} ∩ {Headache=1}∩  

{Nausea = ? } ∩ {Vomiting= 3}} = {3} 
( F,C6)= {{Temperature =1} ∩{Headache=2}∩ 

{Nausea = ? } ∩ {Vomiting= 1}}={1} 
( F,C7)= {{Temperature =2} ∩ {Headache= ?}∩ 

{Nausea =3}∩ {Vomiting=2}}={2} 
 
After computation the result set become {C2},{C3},{C1} 
and {C2} 
 
The final result of the imputation of missed data, from 
above analysis is given below. 
 

Case
#

Common 
Attribute

Actual 
Attribute 

Diagnosis 

C2 Moderate Mild Yes 
C4 Severe Moderate Yes 
C6 Mild Mild No 
C7 Moderate Mild Yes 

Table 2.The Missing Data Filled with Observed Data 
 

8. CONCLUSION 
This paper summarized the basic concepts of rough set, 
covering based set and soft set the manner in which rough 
set are related to covering based set and soft set. We then 
presented a detailed theoretical study of soft set, which led 
to the definition of missing data handling. If the mapping 
set of an attribute includes incomplete data, we filled the 
data according to the value in the corresponding attributes. 
This work focused on imputes the missing values through 
the above techniques. To extend this work, one could study 
the properties of rough set and soft set. The methods can be 
used to handle various applications involved incomplete 
information system.  
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